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In “Reverse Engineering Epistemic Evaluations,” Sinan Dogramaci develops a causal account of how communities coordinate epistemic procedures, which he calls ‘epistemic communism’. In “Epistemic Free-Riders and Reasons to Trust Testimony” we argue that the theory faces a free-rider problem, and that the causal mechanism of influence at its heart tends to undermine rational self-trust.

In their excellent discussion of these articles,1 Graham et al. argue that both of our worries are insufficiently motivated. Against our free-rider problem, they argue we do too little to show that epistemic evaluation is genuinely costly. They go on to argue that we do not show that an inferential procedure’s etiology matters for whether an agent should trust it.

Our interest in, and concern with, epistemic communism is motivated by our commitment to an exchange-based theory of testimony. Rather than simply listing our replies to Graham et al., we would like to take this opportunity to provide a very brief sketch of this theory, show how we can handle the concerns that Graham and his co-authors moot, and situate our response to them relative to the rest of our account.

Testimony and the Problems of Coordination

Each person’s epistemic reach is limited, both by perceptual limitations and by ignorance. Standing in the hallway we don’t know what is going on in the lab; and even if we could see into the lab, getting knowledge from what we would see would require knowing something about, for example, chemical theory, and the apparatuses that the chemists are using in their experiment. We remedy our epistemic deficiencies by relying on others. We ask the chemists what they are doing, and what they have found.

This system works well because, in the normal case, people ask questions when they need information that others have, and they answer questions that are directed to them. Answering questions, however, is a costly business. At the very least it takes time; for complicated questions, it might require more than that. If we ask a chemist what is going on in the lab, answering our question requires taking time out from the business of the lab; if we ask a particular question about chemistry, answering the question may be even more involved.

One of the fundamental questions, then, that must be addressed in the epistemology of testimony is this: “why would people answer questions?” If others, in the typical case, answer questions that are put to them, if we each need information that we do not have, and if answering questions is costly, it would seem that the thing to do would be to ask questions of others, and ignore questions that are asked of you. This is one kind of free-riding problem (call it a “1st-level” free riding problem), though not the one to which we

1 Graham et al. 2015.
drew attention in our “Epistemic Free Riders”, and not the one that Graham et al.
addressed in their paper.²

Our answer is that there is a market for testimony, and that providing testimony gives one
access to the other goods that are distributed through this market. In what sense is there a
market for testimony? Information, like other goods, is subject to conditional exchanges.
There are valuable things to which one has access, conditional on one’s provision of
information. In a few cases this is relatively explicit: firms prefer to hire experienced
workers not only because they already know what they are doing, but also because they
can share this information with the rookies on the night shift. But in most cases it is not.

One reason that it is nice to have interesting friends is that they can tell you interesting
things. There is value that comes with having a friend: companionship, social status, rides
to the airport. And while there are, of course, many reasons to be friends with someone,
insofar as the fact that someone is interesting is a reason to be friends with them, the
provision of the goods of friendship is conditional on their provision of interesting
information. This exchange is not explicit, nor even intentional: we would never cite the
fact that he says interesting things as our reason for giving our friend Derek a ride to the
airport, we would say, rather, something like “I like him”. Nevertheless, something
valuable is being provided conditional on the provision of information. And that provides
speakers with a reason not to be 1st-level free riders: a reason to answer questions, at least
in the typical case, when posed to them.

Now, in order for there to be an equilibrium point at which communicative strategies
(those in which one asks and answers questions) are widespread, speakers must also be
fairly good at answering questions; if the answers that they give are useless, people will
stop asking questions.³ Typically, answers are useful when the speaker is competent in
forming beliefs, and sincere in reporting them.⁴ Dogramaci’s epistemic communism is an
attempt to account for the competence of speakers.

His idea, in brief, is that if everyone uses the same belief-forming procedures, then
everyone can be sure that the speakers who provide them with testimony are as reliable at
forming true beliefs as they would be themselves, were they to occupy the others’
epistemic position.⁵ (For example, if they were to have the same evidence and the same
training.) We get this coordination because, he says, we each evaluate each others’
epistemic procedures, negatively when they do not match ours and positively when they
do, and we react in accommodating ways to the evaluations of our fellows. Thus
procedures that are given negative evaluations are less likely to be used in the future, and

² In connection with the evolution of communication see Dawkins and Krebs 1978, Krebs and Dawkins
1984, and Mercier and Sperber 2011.
³ Compare this point to Kant’s argument that maxims which permit lying are not permitted by the
categorical imperative.
⁴ There are atypical cases, however. A competent but consistently insincere speaker is as useful as a
competent and consistently sincere one. (See Dasgupta 1988.)
⁵ On the question of sincerity, see our “Counterfeit Assertions”, presently in preparation. (E-mail one of us
if you would like a copy of the draft.)
those given positive evaluations are more likely to be used. After some number of interactions, we end up using the same epistemic procedures.

In “Epistemic Free Riders” we claimed that this system is vulnerable to a free riding problem, a 2nd-level free riding problem, if you will. The problem is that it is costly to evaluate others’ epistemic procedures, and that the benefits of living in a community with coordinated epistemic procedures accrue to anyone in that community, whether they evaluate others or not. So it appears that free riding—not evaluating others—is a dominant strategy, which we should expect to overwhelm any other strategy played in the community. Our solution was to point to the benefits of evaluating others: in particular, it increases the amount that others will “pay” for your testimony, and, if you establish a reputation as someone who will evaluate others, it increases your access to testimony.

Graham et al. object to both points. To begin with, they say that we have not done enough to show that evaluation is costly. If it is not, then epistemic communism is a viable strategy for solving problems concerning speaker reliability. They also claim that it is an empirical question as to how costly evaluation can be. We agree, and believe it is also an empirical question with a clear answer.

We suggest that if you are reading this, then you are most likely on a university campus, and that looking out a window will demonstrate exactly how costly epistemic evaluation—an education—can be. But even those evaluations that are relatively inexpensive have non-trivial costs. Graham et al. (2015) say:

[S]ometimes [evaluating someone] may be a piece of cake. If you tell me that Zargon created the universe out of a pizza in less than a day, I reject your belief out of hand. You may even know yourself that I would, and so you don’t even need to say anything; my evaluation might not require any evaluating at all (9).

It is important to remember that it is not beliefs that are evaluated on Dogramaci’s picture, it is the epistemic procedures that produced the beliefs. The belief that Zargon created the universe out of a pizza in less than a day is, indeed, easy to reject out of hand. It is not immediately clear, however, that the epistemic procedure that produced this belief should be rejected.

When formed rationally, one’s beliefs are a joint product of two forces: the information from which one works, and the epistemic procedure that one follows. Given sufficiently bad information, a perfectly good epistemic procedure may lead to very bad beliefs. The belief about Zargon, for example, may have been arrived at inductively, from the premise that Zargon created one universe out of a pizza, and a second, and a third, and so he probably created this one out of a pizza as well. The problem here is not that induction is irrational, it is rather that the person using it is misinformed.

In general, the truth or falsity of a belief does not establish whether or not the procedures that produced it should be evaluated positively or negatively. Even obviously true beliefs can, with a little luck, be the product of bad epistemic procedures operating on mistaken
information. The difficult part in evaluating someone is in figuring out why they believe what they do—what combination of beliefs and inferential practices led them to it—and it is only if that can be done, that one can productively evaluate them. Indeed, this is part of what makes teaching difficult; it is easy but not much use to simply tell a student that they have the wrong answer to a question, to teach them well requires taking the time and effort to figure out why they got the wrong answer, and then correct whatever led them astray. And anecdotal evidence that evaluation is costly abounds: this paper would have been finished two weeks ago, but that we spent the intervening time helping our students write final papers, which consists, in large measure, in figuring out how they are thinking about their assignment, so that they can be corrected. Typically, beliefs as bad as those about Zargon will be rare, but as belief reports become more plausible, the effort involved in vetting them, and thus the costs associated with evaluation, will increase.

Now, in Dogramaci’s paper he considers only evaluative behavior that amounts to nothing more than calling someone ‘irrational’ (or the like). We have suggested that even this kind of behavior is costly: as a method of correction it leaves the sender with the difficult problem of reconstructing what the correct epistemic procedures are. There are many ways to be wrong, and only one way to be right; knowing that you are wrong does little to set you on the path to the correct procedure. If this is a way of sharing epistemic procedures, it is a mean one.

So, how else do we evaluate the credentials of the testimony that we are offered? We challenge the agent that made them, and they reply. Their ability to justify their claims, to give reasons, to provide evidence, and to explain where and how they came to know what they purport to know is how we learn what rules gave rise to their belief reports.\textsuperscript{6}

Challenges are a means of vetting information. It is how we establish whether or not to trust others and the epistemic procedures they employ. When we challenge others, we indirectly share epistemic procedures with them. The structure of our challenges indirectly instructs others in how to reason like us. On the model we envision, individuals exchange information. We tell someone else something valuable; if they worry about its veracity they vet the information by challenging us to justify it. If we can demonstrate that the report was acquired using procedures they sanction, they accept it.

The interesting case is when we are unable to convince someone that the information was acquired via methods they sanction. They call us irrational. (And we say the same to them.) We both then face a decision: do we shift to a new inferential procedure, or do we continue with our present ones? We believe this is a complex and interesting question, but the short answer is that there is an incentive for all agents to shift inferential procedures when their procedures differ from those who have the reputation for having the most valuable information. The incentive for shifting inferential procedures is to maintain access to the market of information. If we develop a reputation as an outsider, no one will exchange information with us, and we will no longer receive the benefits of communication.

\textsuperscript{6} See, for instance, Fricker 2008 and Williams 2008 for epistemic models that employ this default and challenge structure of justification
Our solution to the 2\textsuperscript{nd}-level free riding problem is that evaluating others pays. There are two benefits to it. First, if a speaker can spread their favored epistemic procedure, the testimony that they can offer to others will reflect this popular procedure, and so they will be able to secure more value for the testimony that they can offer. Second, those with a reputation for being good at evaluating others will have others provide them with testimony, as correction from such individuals will increase the exchange value of the testimony that they can go on to offer. Graham et al. object to this point as well. They doubt, first, that people pay for testimony in a way that would permit this solution to the problem, and, second, that testimony provided by those seeking correction is likely to be valuable.

The first point we addressed above. The “payment” involved in the exchange of testimony is rarely explicit and formalized, in the same way as payment for, say, apples. But it is still part of a conditional exchange, so there is still something valuable to be had by offering it. We have already seen two examples: those with interesting things to say are, if all else is equal, more likely to have friends, and those who can train other employees are more likely to get hired. And examples are easy to multiply. If I am interested in movies and I know that you know a lot about them, you are the person I’m going to talk to about movies, and this is a benefit to you; conversations are two-way streets, as we are talking I will end up giving you information that I have. So your “payment” for telling me about how they did the special effects in the latest blockbuster may be that I tell you that they are playing the movie in 3D at the local theater this weekend. None of this is explicit, intentional, or formalized, of course, but it is still an exchange. Conversations are economic transactions.

That we don’t typically notice our reciprocal expectations is just an indication of how completely testimonial exchanged is woven into the fabric of our relationships. Empirical studies of communication show that most communication is gossip, i.e. the exchange of social information (Dunbar 2004). When we focus on the exchange of social information, it should be clear how much we guard our talk of others, and how we do not tend to exchange information with those who have nothing to contribute to the water-cooler conversation. To be part of the epistemic community is to engage in the exchange of testimony.

Graham et al. also worry that those with expert reputations will, contrary to our proposal, suffer under the burden of unsolicited and unusable testimony. They contend that information produced by aberrant inferential procedures will be unusable.\footnote{They are also concerned about irrelevant information. This concern is less serious than the one about false information. Saying things that are irrelevant, given the context of conversation, violates a Gricean maxim. This is fine when it is done to produce a conversational implicature. But saying something irrelevant when one does not intend to produce a conversational implicature is a good way to get people to stop talking to you. Well-socialized adult speakers simply know better than to talk about French culture when their conversational partners are trying to figure out how to get from Phoenix to L.A.} We disagree, for two reasons. The first is that even false information can be useful. Say that you honestly report a belief that happens to be false. If I know how you reason, and what evidence you are reasoning from—which is what I need to figure out in order to
epistemically evaluate you—I can use the fact that you said that $x$ to infer that some other $y$ is true. I do not accept what you say, but that you said it is an important piece of information.

Moreover, being presented with honest but false testimony allows evaluators to improve their position in social space. Knowing when others have false beliefs is power, for it presents opportunities to manipulate informational asymmetries. Your false belief is my chance to accrue a credit in my ledger.

**Epistemic Self-Trust**

Our second complaint with Dogramaci’s program is that it produces “epistemic alienation”; that is, that people will come to share an epistemic procedure, and will trust testimony that reflects that procedure, but that they will have no reason to do so. If epistemic communism implies that epistemic alienation is widespread, this would be a problem. Part of what makes epistemic communism an interesting and important proposal is that it promises to explain the rational authority of testimony. That is, it would explain why testimony can give us reasons for belief. If epistemic alienation is widespread, we have no such reasons.

It is a vital part of Dogramaci’s program that epistemic evaluations have a non-rational influence on epistemic agents. Calling someone irrational *causes* them to be less likely to continue using their epistemic procedures, but it does not give them a reason to modify their epistemic behavior. This is important because epistemic communism is supposed to provide some explanation of why we share even our most basic epistemic procedures, those that, because they are the measure of rational change, cannot themselves be changed rationally. Our complaint is that, since epistemic evaluations merely cause us to change our epistemic procedures, once we have, on this basis, changed our procedures, we will have no reason to use the new ones, and no reason to accept testimony that reflects these new procedures. Moreover, since the envisioned effect of a system of epistemic evaluations is the production of one in which everyone alters their epistemic behavior so as to accommodate their fellows, it follows that everyone will suffer from epistemic alienation. And this is an unacceptable consequence.

Graham et al. accuse us of fallaciously inferring from (1) epistemic evaluations give us no reason to change our epistemic rules, to (2) once we have changed our rules on the basis of these evaluations, we have no reason to follow these rules (or to accept testimony that reflects them). They interpret Dogramaci as saying that the origins of one’s rules do not matter to questions about their reason-giving potential.

Epistemic alienation is an instance of a more general phenomenon. Notice, to begin with, that the origin of an action can determine whether or not the actor has a reason to perform it. Those with obsessive-compulsive disorder may repeatedly wash their hands, though they realize that they have no reason to do so and that their behavior is simply a manifestation of their illness. The burden of obsessive-compulsive disorder is not exhausted by the pointless action that it produces, it is also, in part, that one chooses to do
something that one has no reason to do. Such individuals are alienated from their behavior, even as they engage in it.

The behavior of the obsessive-compulsive and of those who suffer from epistemic alienation are not perfectly analogous, because those who are epistemically alienated endorse their behavior (and the testimony that they receive) in a way that the obsessive-compulsive does not. So consider the mechanism that Dogramaci identifies as enforcing epistemic uniformity. It is, he says, the desire for the esteem of one’s fellows.⁸ When we meet with abuse, we become more likely to change our behavior, and when we meet with praise, to repeat it. (More generally, abused behavior tends not to be repeated and praised behavior to be repeated.) In short, Dogramaci’s suggestion is that our epistemic behavior is shaped by peer pressure.

Peer pressure is a paradigmatic example of a non-rational influence. That all of the other kids are smoking cigarettes does not give Timmy a reason to follow suit, though he will. This example is instructive because peer pressure leads Timmy not simply to smoke cigarettes, but to endorse smoking cigarettes. If you ask Timmy why he smokes cigarettes he is likely to say something like “it’s cool”, where this does not mean that all of the other kids do it, but is supposed to pick out the reason that all of the other kids do it. Nevertheless, it seems clear to us that Timmy does not have a reason to smoke cigarettes.⁹ When he is a little older Tim may look back on his misspent youth and regret, not that he answered to reasons that he no longer endorses, but that he acted against the reasons that he had at the time. Retrospectively, smoking cigarettes, and his endorsement of the practice, may seem like an outside imposition, though one to which he willingly but foolishly acquiesced.

Now, Dogramaci does say: “I am, of course, taking it for granted here that, somehow or other, we each rationally believe, of our own actual rules, that they are reliable. If we couldn’t, we would be forced into radical skepticism.”¹⁰ Dogramaci’s story is a, broadly speaking, game-theoretic one. There is some initial state, in which everyone uses their own epistemic procedures (likely, but not necessarily, varying by person). Dogramaci is asking us to consider our actual state as the one in which we already have reason to trust our rules, and then goes on to talk about how these rules can evolve. What is necessary to avoid sliding into skepticism is the assumption that in this state everyone has a reason to trust their epistemic procedures. If it can be shown—and we argued that it could in “Epistemic Free Riders and Reasons to Trust Testimony”—that reasons for trust transfer with changes due to epistemic evaluations, then the stronger assumption, that for any rules that anyone uses, they have a reason to use those rules, need not be made.

This is fortunate, for it is clearly false. Those who live in a totalitarian society may infer from “the Glorious Leader did x” to “x must be for the good of the people”, because if they did otherwise it may be reflected in their behavior and so incur the wrath of the

⁸ See Dogramaci 2012, 8.
⁹ Or, at least, peer pressure has not given him one. Just as Dogramaci allows that we do have reasons to hold, or change, our epistemic procedures, in addition to the influence of our fellows, so we should admit that Timmy might have reasons to smoke cigarettes, in addition to the influence of his fellows.
¹⁰ Dogramaci 2012, 12.
secret police. And they may, on the same grounds, accept testimony that reflects beliefs produced through the same rule of inference, all the while knowing that the rule of inference is fallacious. Such individuals—and there surely are such people—suffer from epistemic alienation, at least in the sense that they have no epistemic reasons for accepting their epistemic procedures, nor the testimony that results from their use. So it simply cannot be true that everyone has reason to accept just any epistemic procedures that they actually use, nor that everyone think that their procedures are reliable.

Charitably interpreted, Dogramaci’s claim about our opinions regarding the reliability of our own epistemic procedures is not a claim about what everyone actually thinks about their epistemic procedures. Rather, it is the assumption that there is some initial position at which we regard our own procedures as reliable, because the (broadly speaking) game-theoretic model that Dogramaci develops requires that the participants begin from a position in which they are not alienated from their epistemic procedures.

There remains a problem about how this whole process gets started. The concern is this: however one acquires one’s first epistemic procedure it must be through some non-rational means, since, by hypothesis, one’s first epistemic procedure could not have been acquired rationally. Problems of this sort are, of course, familiar in philosophy, and there are familiar strategies for dealing with them. We suspect, however, that this concern is really a red herring. The problem of epistemic alienation arises when one replaces an epistemic procedure through non-rational means. That there was a point at which anyone was without any epistemic procedures strikes us as unlikely.

Graham et al., speaking on behalf of Dogramaci, say: “You could be the product of evolution by natural selection, or a random accident. Either way, you are rational in believing your rules are reliable, and so you have reasons for the beliefs so formed.” The implication here is that epistemic rules that have their origins in non-rational causes may be reason-giving. We are happy to admit that this is true. But it is not as though one acquires one’s first epistemic procedures from natural selection, as one acquires later procedures from one’s fellows. Prior to the operation of natural selection there is no one to do the acquiring. Rather, one’s natural epistemic inheritance is the background condition against which the rationality of one’s future epistemic procedures is measured. Without it, it would not make sense to ask if one’s acquisition of a new epistemic procedure does, or does not, produce epistemic alienation. From the fact that one acquired a new epistemic procedure through non-rational means, it follows, absent other information, that one has no reason to accept that procedure, and that one has no reason to accept testimony that reflects this procedure. Where Graham et al. are right is in thinking that from the fact that an epistemic rule has a non-rational origin, it does not follow that one has no reason for accepting it. But “being acquired in a non-rational way”

11 There is the “it emerges all-at-once” strategy, which Wittgenstein, for example, adopted to explain the origins of our beliefs. “When we first begin to believe anything” he says “what we believe is not a single proposition, it is a whole system of propositions. (Light dawns slowly over the whole.)” (Wittgenstein 1969, paragraph 141.) Another strategy is to say that there is a simple system out of which a more complex one emerges. For example, Sellars uses this strategy to explain how we come to be subject to norms of language use. (See Sellars 1969.)

12 Graham et al. (2015), 13.
is a special case of “having a non-rational origin”, and the features of this special case deprive the resultant epistemic procedures of their reason-giving force.
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